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Abstract—Offloading traffic through opportunistic communi-  of opportunistic-based cellular offloading techniques faces
cations has been recently proposed as a way to relieve the currentserious challenges from the intermittent availability of trans-
overload of cellular networks. Opportunistic communication —yission opportunities and the high dynamics of the mobile
can occur when mobile device users are (temporarily) in each .
other's proximity, such that the devices can establish a local contacts. In order to find the best tra_de-off between|dael
peer-to-peer connection (e.lg.l via B|uetooth)_ Since opportunistic of the cellular network and théelayunt” the content reaches
communication is based on the spontaneous mobility of the the interested users, any opportunistic-based offloading design
participants, it is inherently unreliable. This poses a serious must answer crucial questions such asw manycopies of
challenge to the design of any cellular offloading solutions, that the content to inject, tevhich usersandwhen

must meet the applications’ requirements. In this paper, we . . .
address this challenge from anoptimization analysis perspective,  /hile @ number of techniques have been proposed in

in contrast to the existing heuristic solutions. We first model the the literature to offload cellular traffic through opportunistic
dissemination of content (injected through the cellular interface) communications, previous approaches are either based on
in an opportunistic network with heterogeneous node mobility. heuristics (and hence do not ensure that the load of the cellular
Then, based on this model, we derive the optimal content network is minimized) [5]-[7] or fail to provide delay guaran-

injection strategy, which minimizes the load of the cellular . .
network while meeting the applications’ constraints. Finally, we tees [4], [7]. In contrast to the above approaches, in this paper,

propose an adaptive algorithm based on control theory that W€ propose the HYPE (HYbrid oPportunistic and cEllular)
implements  this optimal strategy without requiring any data technique, whichminimizesthe load of the cellular network
on the mobility patterns or the mobile nodes’ contact rates. while meeting the constraint in terms d€lay guaranteeslo

The proposed approach is extensively evaluated with both a o phest knowledge, we are the first to provide such features.
heterogeneous mobility model as well as real-world contact traces, Lo .
The key contributions of our work are as follows:

showing that it substantially outperforms previous approaches e ; . ) )
proposed in the literature. 1) Building on the foundations afpidemic analysi§8], we

propose a model to understand the fundamental trade-offs
and evaluate the performance of a hybrid opportunistic
. INTRODUCTION and cellular communication approach. Our model reveals
Following the huge popularization of smartphones and the that content tends to disseminate faster through oppor-
ensuing explosion of mobile data traffic [1], cellular networks  tunistic contacts when a sufficient, but not excessive,
are currently overloaded and this is foreseen to worsen in number of nodes have already received the content; in
the near future [2]. A recent promising approach to alleviate contrast, dissemination is slower when either few users
this problem is to offload cellular traffic through opportunistic ~ have the content or few users are missing it.
communications [3]. The key idea is to inject mobile applica-2) Based on our model, we derive the optimal strategy for
tion content to a small subset of the interested users through injecting content through the cellular network. In line
the cellular network and let these users opportunistically with our previous findings, this strategy uses the cellular
spread the content to others interested upon meeting them. By network when low speed of opportunistic propagation is
exploiting opportunistic communicatioms this way, such an statistically expected, and lets the opportunistic network
approach has the potential to substantially relieve the load of spread the content the rest of the time.
the cellular infrastructure. Among other mobile applications,3) We design an adaptive algorithm, based on control theory,
this can be used for news [4], road traffic updates [5], social that implements the optimal strategy for injecting content
data [6] or streaming content [7]. Indeed, as shown by our through the cellular network. The key strengths of this
performance evaluation results, the load of the cellular network algorithm over previous approaches are that it adapts to

can be reduced betweein% and 95%, depending on the the current network conditions without monitoring the
application. nodes’ mobility and that it incurs very low signaling

Opportunistic networking exploits the daily mobility of overhead and complexity. Both features are essential
users, which enables intermittechintactswhenever two mo- features for a practical implementation.

bile devices are in each other's proximity. These contactsThe rest of the paper is structured as follows. After thor-

are used to transport data through the opportunistic netwodkghly reviewing related work in Section I, we outline the

which may introduce substantial delays. However, the typasic design guidelines of our approach and theoretically
of content concerned by cellular offloading may not alwayanalyze its performance in Section Ill. Based on this anal-
be entirely delay-tolerant. In many applications, it is indeegkis, in Section IV, we then derive the optimal strategy and
critical that the content reach all users before a given deadlipeesent our adaptive algorithm, which implements this optimal
lest it lose its relevance or its usability. Therefore, the desigtrategy. The algorithm’s performance is extensively evaluated



in Section V, using mobility models as well as experimentaisers, named “helpers”, participate in the offloading, and
contact traces. Finally, Section VI closes the paper witheso incentives for these users are provided by using a micro-
final remarks. payment scheme. Alternatively, the operator can offer the
participants a reduced cost for the service or better qualit
Il. RELATED WORK of service. Thus, the focus of [12] is on incentives, which is
The problem of the unsustainable increase in cellular nefut of the scope of our work.
work traffic and how to offload some of it has become more Most similar to HYPE is the Push-and-Track solution,
and more popular. Two types of solutions can be distingaishgresented in [5]. There, a subset of users initially receive
on the basis of the outlet chosen for part of the cellulafitraf content from a content provider and subsequently propagate
(i) offloading through additional (new or existing) infrast- epidemically. Upon reception of the content, every nodelsen
ture, and (ii) offloading through ad hoc communication. Ouin acknowledgment to the provider, which may decide to re-
proposal, HYPE, falls into the second category. inject extra copies to other users. Upon reaching the conten
In the first category, many solutions [9], [10] are aiming t@leadline, the system enters into a “panic zone” and pushes
exploit the relatively large number of existing WLAN accesghe content to all nodes that have not yet received it. The
points, as well as cellular diversity. A different approasased most prominent difference between this approach and ours
on new infrastructure, is introduced in [11], in the contekt js that Push-and-Track relies on a heuristic to chowbken
vehicular networks. In that paper, the authors advocate tieefeed more content copies into the opportunistic network,
deployment of fixed roadside infrastructure units and stugyhich does not guarantee that the load on the cellular n&twor
the performance of the system in offloading traffic informati js minimized. In contrast, we build on analytical results to
from the cellular network. guarantee that performance is optimal. An additional deskb
In the second category, along with our study, an increasigg Push-and-Track is that it incurs a very high signaling
body of work is investigating the use of infrastructureefregverhead, which compromises the scalability with the numbe
opportunistic networking as a complement for the cellulasf subscribed users. Results in Section V confirm that our
infrastructure. In particular, the studies in [4]-[7], [¥2opose theory-driven algorithm outperforms the heuristics pragm
solutions based on this idea. in [5] both in terms of cellular load and of signaling overtiea
In [4], the authors propose to push updates of dynamicFinally, from a different perspective, HYPE is also related
content from the infrastructure to subscribers, which tisA to content dissemination solutions in purely opportunisti
seminate the content epidemically. The distribution ofteah networks [13], [14]. However, most of these studies focus
updates over a mobile social network is shown to be scalaldg finding the best ways to collaborate or contribute to the
and different rate allocation schemes are investigateda®- m dissemination, under various constraints (e.g., limitealtic”
imize the data dissemination speed. A substantial diffe¥enpuffer space). Evaluation is usually based on the delayiadu
between this work and HYPE is that [4] does not minimize th@ obtain desired content or the equivalent metric of awerag
load incurred in the cellular network and does not providg aontent freshness over time. In contrast, our metric isdael |
delay guarantees, which are central objectives in our @mro incurred in the cellular network. However, when developing
Moreover, the solution introduced in [4] results in highesur initial model, we do use a similar modeling method as in
resource consumption for the “most central” users (i.gh@st purely opportunistic dissemination (e.g., [13], [15]).
contact rates) and/or the “most social” users. Like all the previous works on offloading cellular networks
Han et al. investigate, in [6], which initial subset of userghrough opportunistic communications [4]-[6], with our-ap
(who receive the content through the cellular) will lead tgroach all the transmissions over the cellular network are
the greatest infection ratio. A heuristic algorithm is psepd, unicast. There are several key reasons that limit the usage
that uses the history of user mobility of the previous day & multicast messages in a cellular network. First, mustica
identify a target set of users for the cellular deliverie¥RE  cannot be easily combined with opportunistic transmissias
differs significantly from this, in the following aspects) the this would require that the Content Server is aware of the cel
solution in [6] is heuristic and thus does not guaranteenagiti of each node and can dynamically select the subset of nodes
performance, (ii) it requires to know the mobility pattewfs at each cell that receives the multicast message, whichtis no
all users, which may not be realistic in most scenarios, apdssible with current cellular multicast approaches. 8é¢o
(iii) it only investigateswhich users to choose, but nibw in urban scenarios users will likely be associated to diffier
manyof them. base stations (there are hundreds/thousands of them iityhe c
In [7], an architecture is implemented to stream videgach covering some sector, and in dense urban areas felstocel
content to a group of smartphones users within proximity @fave started to be deployed). Thus, there is a low probgbilit
each other, using both the cellular infrastructure and WLARat users subscribed to a specific content are associatied to
ad-hoc communication. The decision of who will downloadame cells at the same time, and hence multicast may collapse
the content from the cellular network is based on the phongg’ unicast. Finally, transmissions with multicast woulctoc

download rates. In contrast to our work, the focus of [7] is ogt the lowest rate to preserve users in the edge of the cell,
the implementation rather than the model and the algorithiphich degrades the resulting performance.

Indeed, the algorithm proposed is a simple heuristic, which
does not guarantee optimal performance. I1l. THE HYPE APPROACH

Another study where opportunistic networking is used to In this section, we present the basic design guidelineseof th
offload the mobile infrastructure is [12]. Here, some choséiiYPE (HYbrid oPportunistic and cEllular) approach. HYPE is



a hybrid cellular and opportunistic communications apphoa overload the cellular network); second, to avoid using

that delivers content to a set of users by (i) sending theernt the cellular interface for small control packets (which
through the cellular network to an initial subset of the aser is highly energy inefficient due to the significant tail
(which we will call seed nodgs and (ii) letting these initial consumption after a cellular transmission [16]).

users or seed nodes share the content opportunistically wit The above objectives involve some trade-offs, making it

the other nodes. We aim at designing HYPE so as to combwery challenging to satisfy all of them simultaneously. For

the cellular and opportunistic communication paradigma ininstance, to maximize the traffic offload, we may consider a

way that retains the key strengths of each paradigm, whieeedy approach, where the Content Server sends the content

overcoming their drawbacks. to users with the highest contact rates; however this would

HYPE consists of two main building blocks: (i) tH@on- (i) deteriorate the fairness among users, and (ii) incrélase

tent Server and (ii) the Mobile Applications The Content signaling overhead to gather data on user mobility patterns

Server runs inside the network infrastructure, while theoMo Another approach may instead minimize the signaling over-

Applications run in mobile devices that are equipped withead by injecting content as long as there is enough banidwidt

cellular connectivity, as well as able to directly communé& available, avoiding thus any signaling; however, this uitit

with each other via short range connections (e.g., via WLAMaximize the traffic offload. In the following, we set the

or Bluetooth). The Content Server monitors the Mobile Apsasic design guidelines of an approach that satisfies alkthe

plications and, based on the feedback received from theahjectives.

delivers the content through the cellular network to a setéc

subset of Mobile Applications (the seed nodes). When tV\é) ic desi ideli

mobile devices are within transmission range of each other, Basic design guidelines

corresponding Mobile Applications opportunistically bange  In order to satisfy the above objectives, a key decision of

the content by using local (short-range) communications. HYPE is how to deliver a certain piece of content (hereafter
referred to asdata chunk through the cellular network. In

A. Objectives particular, this decision involves the selection of the emtb

. hich the data chunk is deli dvi llular, Il as th
The fundamental challenge of the HYPE approach is tr‘g’:’%fs wheenatloapcer?c:]rmlsthezz-:‘vzgivgrliaese uiar, as well as the

design of the algorithm that decideehich mobile devices In HYPE, a data chunk is initially delivered to one or more

andwhenthey should receive the content through the ceIIuI%[ ers through the cellular network; additional copies may b

network. The rest of this paper is devoted to the design fﬁjected later if needed. The decision of when to inject haot

such an algorithm. The key objectives in the design are: o
) . . 2 7~ _copy of the chunk is driven by the number of users that have
(i) Maximum Traffic OffloadOur fundamental objeciive is already received it. As long as the deadline has not expired,

to maximize the traffic offloaded and thus reduce the Io% y user with a copy of the chunk will opportunistically

of.the cellular network as much as possible. Th'.s IS bepr- nsmit it to all the users it meets, that do not have the
eficial both for the operators (who may otherwise nee(gsl

. ; . .chunk. Finally, upon reaching the deadline of the content,
to upgrade their network, if the cellular infrastructure i%he remaining users that have not yet received the chunk
not capable of coping with current demand), as well ’

Fownload it from the cellular networkthis ensures that the

for the users (who must pay for cellular usage, eith . L -
directly or by seeing their data rate reduced). ?:ilr?]ysgelézga;ntlﬁ?fre met and thus we satisfy objective (ii

(i) Guaranteed delayMost types of content have an expi- In order to provide a good level of fairness among users,

ration time, arising either frqm_the con_tents_usefu_ln_esv\slhlch is objective (iii), HYPE selects each of the seed nodes
to the user (e.g., road traffic information), its validity . .
. . - “uniformly at random. Over the long term, this ensures that,
after an update (e.g., daily news) or its play-out time :
. . on the one hand, all users have the same load in terms of
(e.g., streaming). Therefore, a key requirement for our .
. . cellular usage and, on the other hand, they also share fairly
approach is that the content reaches all the interesté : . . o
. : well the load incurred in opportunistic communicationsisTh
users before its deadline.

(iii) Faimess among userdn order to make sure that al is confirmed by the simulation results presented in Sectipn V

users benefit from HYPE, it is important to guc'zlranteVth'(.:h show that HYPE provides a good level of faimess while
aying a small price in terms of performante.

a good level of faimess both in terms of cellular usad()e The approach sketched above meets objectives (ii) and (iii)

E)for (;,;/thul ﬁihstiltjzsigsmrrfgr?iggtigﬁg)&V\?hsicpverlrlwaasirzr::rtezea:?es tr% the following, we first present a model for the opportuist
PP ) . y Gissemination of content injected by a cellular networksé&h
energy consumption of the devick).

(iv) Reduced signaling overheadhe signaling overhead on this model, in Section IV we derive the optimal strategy fo
between the Content Server and the Mobile Applicatio the delivery of a single data chunk, that minimizes the lokd o

n - o
needs to be low. This is important for two reasonsE:ﬁe cellular network fulfilling objective (i), and then wegign

ﬂrSt'_ to ens_ure that HY_PBCﬁIeSWIth t_he num_ber of 2An added advantage of this architecture is that the mobiteesonly need

mobile devices (otherwise the signaling traffic wouleb keep the data chunks for forwarding until their deadlind ao longer. The
burden on the mobile nodes’ buffers is thus kept very low.

lindeed, an important drawback of certain existing solutig that they 3This is also supported by the results of [5], which show thetdifference

tend to over-exploit the users with high contact rates B, thus discouraging in terms of performance between the random selection aret sthategies is
the participation of such users. very small.



. . . . -1) 2(N-2)A (c, 1)(N- c+1))t -1)A
an algorithm to implement this strategy, that incurs vemy lo
signaling overhead thus also satisfying objective (iv). @ """ @
Fig. 1. Markov chain for HYPE communication, assumingmogeneous
C. Model node mobility. Transitions can be caused either by (i) a contact between tw

; ; ; odes, or (i) injection of the chunk to one node through tekutar network
In order to derlve, the optlmal strategy, with the abov, instantaneous transition, represented withrate in the figure).
approach, for the delivery of data chunks through the callul
network, we need to determine:

« The total number of copieof the data chunk to be distribution F'(3) : (0,00) — [0, 1] with known expectation
delivered by the cellular network. This is not trivial: for,; (various distribution types foF(3) and their effects on
example, an overly conservative approach, that delivegggregated inter-contact times are investigated in [203yli-
too few copies before the deadline, may have the sidgonally, we assume that the duration of a contact is neglkyi
effect of overloading the cellular network with a largen comparison to the time between two consecutive contacts,
number of copies when the deadline expires. and that the transmission of a single chunk is instantaneous

« The optimal instantsfor their delivery. The decision of poth the cellular and the opportunistic network.
when to deliver a copy of a data chunk through the The assumptions of exponential inter-contact and negdgigib
cellular network is based on the current status of thgntact duration are the norm in analytical work dealinghwit
network, which is given by the number of users thapportunistic networks [21]-[23]. Studies based on looser
already have the chunk. assumptions (generic inter-contact models, non-zeroacbnt

In the following, we model the opportunistic disseminatioguration) have, so far, only resulted in broad, qualitative
of content injected by a cellular network and analyze thsonclusions (e.g., infinite vs. finite delay), while we aim at
load of the cellular network as a function of the strategybtaining more concrete, quantitative results. In additiall
followed. Then, based on this analysis, in Section IV we imbtaour simulations feature non-zero contact duration and some
the optimal strategy, that minimizes the load of the ceflulaf them also have non-exponential inter-contact timess thu
network for a given content deadline. testing the applicability of our results outside the domaiin

Let \V be a set of mobile nodes subscribed to the same cahese assumptions.
tent, with V = |\| the size of this set (total number of nodes). Epidemic dissemination in opportunistic networks is typ-
All nodes have access to the cellular network. Any two nod@sally described with a pure-birth Markov chain, similar to
also have the ability to setup pairwise bi-directional &8s the one in Fig. 1 (slightly adapted from, e.g., [21]). This
links, when they are in each other's communication ranggpe of chain only models thaumber of copie®f a chunk
(in contac). Thus, opportunistic communication happens vim the network A at any point in time, regardless of the
the store-carry-forward method, through the sequences splecific nodes carrying those copies. This is only possible
intermittent contacts established by node mobility. when considering node mobility to be entirely homogeneous

At time 0, a data chunk is injected in the (opportunisticji.e., all node pairs meet at a unique ratg;, = X for all
network, i.e., copies of the chunk are pushed via the cellula, y ¢ ), which allows all nodes to be treated as equivalent.
interface to a small subset df, the seed nodes. Throughout However, as stated in the beginning of this subsection, we
the model description, we follow the epidemic dissemimaticconsider node mobility to be heterogeneous, with node pairs
of this chunk of content. We denote hy/(¢) the number meeting at different rates,, with =,y € A In this case, not
of mobile nodes holding the chunk at tinte(we refer to only the number of spread copies must be modeled, but also
such nodes as “infected”). The delivery deadline assigoedthe specific nodes carrying those copidis results in more
a data chunk is given by (its value depends on the mobilecomplex Markov chains, as illustrated in Fig. 2 foranode
application’s requirements). network N = {a, b, c, d}.

1) Opportunistic communication:In the opportunistic  Transition rates in Markov chains like the one shown in
phase of HYPE, data are exchanged only upon contactsFig. 2 depend on the nodes “infected” in each of the departure
the networkV\, therefore a mobility model based on contacind the arriving states. For example, in Fig. 2, the tramsiti
patterns is sufficient for our analysis. between state and state:b can happen if node meets node

We assume every pair of nodés,y) in the network A" b. Therefore, the transition time between these two states is
meets independently of other pairs, at exponentiallyiisted exponential with rate given by the meeting rate of fheb)
time interval§ with rate 3,, > 0. Then, the opportunistic node pair,3,,. Similarly, the transition between stai# and
network A/ can be represented as a weighted contact gragateabc can happen if node meets node, or if nodeb meets
using theN x N matrix B = {f,,}. We further assume thatnodec (whichever meeting happens first). Thus, the transition
the inter-contact rates,, are samples of a generic probabilittime for this transition is the minimum of two exponential

variables with rate$,. and 3,.. Since inter-contact times are

Though all pairwise inter-contact rates may not always bactx ex- — exponential, this minimum is also exponential with rate +
ponential (preliminary studies of traces [17] suggesteat this is true for h in Fig. 2
subsets of node pairs only), the most in-depth and recedtest(j18], [19] Bre, @s shown in Fig. 2 o _
conclude that inter-contact time intervals do feature gooeential tail. This 2) Cellular communicationThe decision to deliver a copy

is supported by the recent results of Passarella et al. @@gh show thatthe of the chunk through the cellular network is based on the
non-exponential aggregated inter-contacts discoveregdeirpreliminary trace

studies [17] can, in fact, be the result of exponentiallytriisted pairwise current dissemination level, i.e. the number of nodes that
inter-contacts with different rates. already have the chunk. We say that the HYPE process or



{1,2,...,i} N C|) and d} is the number of copies deliv-
ered upon reaching the deadlifg, if it expires at level:
(df = N —1).

In order to compute; (7.), we first analyze the casé =
{c1}8, i.e., when we only inject one copy of the data chunk
at the beginning and do not inject any other until we reach
the deadline. Lep;* (T.) denote the probability that, in this
case, the system is at leveht timeT,. In order to compute
p;*(T.), we model the transient solution of our Markov chain
as shown in the following theorem. (The formal proofs of the
theorems are provided in the Appendix.)

. _ o . _ Theorem 1:According to the HYPE Markov chain for het-
Fig. 2. i imi i

mabity . HYPE specic transiions (16, churk mection by calare et r°geNeous mobility (similar to Fig. 2), the procgss(r). >

out for clarity. This Markov chain is very complex and intiigle for large 0} is described by the following system of differential equa-

scenarios; in Theorem 1 we can then reduce it to an equividarkov chain  tions:
that is much simpler and for which we can derive a closed-featution.

EPT(t) = =M (1), i=1
its associated Markov chain (similar to Fig. 2) islatel ¢, %pfl (t) = =Api* (1) + Nicapit (1), 1<i< N (2)
when: mobile nodes are infected, i.eV/ (t) = i. Each level docrp) — \ e (g N
i corresponds to a set df}) states{K},Kj,..., K/} in Py (1) = Av-1py - (1), !

the Markov chain. For instance, in oufnode network from

Fig. 2, the HYPE process is at levglwhen the chain is in any

of the stateK? = abc, K3 = abd, K3 = acd or Ki = bed.
The strategy to transmit copies of the chunk over the cellul

network is given by the levels at which we inject a copy. We Theorem 1 has effectively reduced our complicated Markov

denote these levels by’ = {c1,co,...,cq}: as soon as we . . .
Pt . chain for heterogeneous mobility back to a simpler Markov
reach one ofthese levats € C before the deadlin., a copy hain, like the one in Fig. 1 (tha factor being replaced by

of the chunk is sent to a randomly chosen node. With this, thie

transitions in the HYPE Markov chain can be caused eith F)' Int.he §|mpl_er chain, each state represe_ntsalevel ofichun
Issemination (i.e., number of nodes holding a copy of the

by: (I) a contact between two nodes (one infected, the Othc runk). This is possible, as shown in the proof, thanks to the

uninfected), which occurs at rates indicated in the preyio%lact that our heterogeneous contact rates are all drawn

subsection, or (ii) the injection of the chunk to one nod - _ _
through the cellular network. The latter corresponds to fnom the same distribution”(5) : (0,00) — [0, 1], which

. " . o means that all the states of a certain dissemination level
instantaneous transition (since the chain instantly “jginp (Ki K] Ki..} are, in fact, statistically equivalent

a state of the next dissemination level), and is represented'”™ 1”727 "> 7 (7) ' ' Y €d :

Fig. 1 with oo rate. Finally, upon reaching the deadliffe, Applying the Laplace transform to the above differential
the chunk is sent through the cellular network to those nodeguations, and taking into account thgt(0) = d;1, leads to
that do not have the content by that time.

where \; = (N — i)ug. (Recall thatug is the known

expectation of the generic probability distributiafi(3)
0,00) — [0, 1], from which the inter-contact rates describing
ur network are drawn{ ., } = B.)

sPY(s) = =AM P (s) + 1, 1=1
D. Analysis sPP(s) = —A PP (s) + A PPy (s), 1<i<N (3)
Based on the above model, in the following, we analyze - - .
v ! wing, w yz sPy(s) = An—1Py4(s), i=N

the load of the cellular network (which is the metric that we
want to minimize) as a function of the strategy followed to )
inject content (which is given by’ = {¢1,c2,...,cq}). The from which
cellular network load corresponds to the number of copies

delivered through the cellular network, which we denote by PCi(s) = 1 Aj i< N
D. Let p;(t) = P[M(t) = i] denote the probability of being ! s+ Xt s+ A’
at leveli at time¢. Then, D is given by: L N _)\‘ (4)
N PR =< 5 i=N
D =" (di+d)pi(T.) ) =1 P

=1
where d; is the number of deliveries through the cellular N case we deliver the data chunk through the cellular

network that take place until level is reached , = Network at the levels” = {ci,cy,...,ca}, then the transi-
tions corresponding to those levels are instantaneousthend

5Note that, for clarity, the Markov chain of Fig. 2 does not rabigansitions
caused by chunk injection through the cellular network sTipe of transition
would be the same as in Fig. 1 (i.eq rate). SNote thatc; must necessarily be equal to



Laplace transforms of the probabilitié3(s) are computed as: The data chunk’periodis defined as the interval between
t = 0 (when we first start distributing the content) and

! Aj , 1<N,i¢C t = T. (when the content’s deadline expires).
s j€sia ° A 2) We obtain the optimal number of copies of the chunk to
Pi(s) =<0, i< N,ieC (5) be delivered at the beginning of the period such that the
1 by _ average load of the cellular network, is minimized.
S H SN i=N The following theorem addresses the first step.
JESN -1 ! Theorem 2:In the optimal strategy, the data chunk is de-

where S;_; is the set of levels up to level — 1, without livered through the cellular network té seed nodes at time

including those that belong to s€t i.e.,S; ; = {1,2,...,i— t =0, and to the nodes that do not have the content by the

13\ ({1,2,...,i—1}NC). For the levels € C, we simply deadline at time = T..

have PX (s) = 0, since we will never be at these levels. According to Theorem 2, the optimal strategy is to: (i) de-
From Eg. (5), we can obtain a closed-form expression ftver a number of copies through the cellular network at the

the probabilitiesp;(t) as follows. The polynomial’;(s) is beginning of the period, (ii) wait until the deadlineithout

characterized by first and second order poles which have @dllivering any additional copy, and (iii) deliver a copy bkt

negative real values. Lets = —\,,} be the poles ofP;(s). chunk to the mobile nodes missing the content at the end of
Then,p;(t) fori < N,i ¢ C is computed as: the period.
The intuition behind this result is as follows. When few
est users have the content, information spreads slowly, sinice i
pi(t) = _ H Aj Z Res (H, 5. (A + 5)> (6) unlikely that a meeting between twopnodes involzes one of
7€8i-1 {s==An} e the few that have already the content. Similarly, informiati
where Res indicates the residue, which is given by: spreads slowly when many users have the content, as a
meeting involving a node that does not yet have the content
est is improbable.
Sfffn m = The strategy given by Theorem 2 avoids the above situations
JES; by delivering a number of chunk copies through cellular
e~ Ant . o communication at the beginning (when few users have the
T 00 =) —An is @al% order pole  content) and at the end (where few users miss the content).
jes, / As a result, the strategy lets the content disseminate gftrou
J#n opportunistic communication when the expected speed of
1 dissemination is higher, which allows to minimize the agera
e Mt |t — 3 o0 load of the cellular network.
{jﬁ (Ar = An) . o The second challenge in deriving the optimal strategy is
TS , —Anis a2 order pole g compute the optimal number of copies of the chunk to be
jes; delivered at the beginning of the period, which we denote by
Aj#An d. To that end, the following proposition defines the notion of
Additionally, for i < N,i € C' we havep;(t) = 0, and for 9ain and computes it:
i=N,py(t)=1— Zf\:llpk(t)- Proposition 1: Let us defineG; as the gain resulting from

By evaluatingp; (t) at timet = T, and applying Eqg. (1), we sending the(d + 1)** chunk of chunk copy at the beginning

can compute the average number of deliveries over the aellu®f the period (i.e.Gq = Dq — Day1, Where Dgyq and Dy
network, D. are the values oD when we delivel+ 1 andd copies at the

beginning, respectively). The,; can be computed from the

IV. OPTIMAL STRATEGY AND ADAPTIVE ALGORITHM Tollowing equation:

In this section, we first leverage on the above model to N-1y .
determine the optimal strategy for the delivery of data ¢hun Ga = Z )\—Jp‘f(Tc) -1, (7)
and then we design an adaptive algorithm to implement this j=a ¢
strategy.

Building on the above notion af,, the following theorem
provides the optimal point of operation:
A. Optimal strategy analysis Theorem 3:The optimal value off is the one that satisfies
Our goal is to find the best stratedy = {c1,ca,...,ca} Ga=0.
for injecting chunk copies over the cellular network, that The rationale behind the above theorem is as follows. When
minimizes the total loadD of the cellular network while G4 > 0, by sending one additional copy at the beginning,
meeting the content’s deadlirfe.. To solve this optimization we save more than one copy at the end of the period and
problem, we proceed along the following two steps: hence obtain a gain. Conversely, whéfy < 0, we do not
1) We show that the optimal strategy is to deliver the contebenefit from increasingl. The proof shows thati; is a
through the cellular network only at the beginning and atrictly decreasing function aof, which implies that, to find
the end of the data chunkf®riod and never in-between. the optimal point of operation, we need to incredsas long



asGy > 0 and stop when we readfi; = 0 (after this point, <O a./,ﬁ. ‘@
G4 < 0 and further increasing yields a loss).

B. Adaptive algorithm for optimal delivery O cO cO

While the previous section addressed the delivery of aeingi“ ‘® ®
data chunk, in this section we focus on the delivery of the az & a,b,¢ @) several copy IDs

entire content, e.g., a flow of road traffic updates, newsdeeg i@ 1O P i@ O P d.ec @ singlecopy ID
or a streaming sequence. We consider that the distributioT b # O o copy ID
of content in mobile applications is typically performed by
independently delivering different pieces of content inea s
quence of data chunks. For instance, a streaming contentef 3.‘ Example of chunk dissemination in optimal operatibiode a and

.. . b receive a copy of the chunk from the Content Servee(2). At the end
800MB may be divided into a sequence of chunksid#B. of the round, there are two nodes with a single copy ID, that is 2.
When delivering chunks in sequence, we need to adapt to
the system dynamics. For instance, inter-contact timesstat
may vary depending on the time of the day [24], which meamgore accurate information about the epidemic disseminatio
that the optimald value obtained by Theorem 3 needs to bgf the data chunk.
adapted accordingly. Similarly, the number of mobile nod¥es  Based on this, each round of the adaptive algorithm pro-
subscribed to the content may change with time, e.g., basg@ds as follows (see Fig. 3 for an example):
on the content popularity. 1) Initially, copies of the data chunk are transmitted to a

To address the above issues, we design an adaptive algo- random set ofd seed nodes over the cellular network.
rithm based on control theory, that adjusts the number of Each of the copies is marked with a differeiii that

chunk copiesd delivered at the beginning of each period uniquely identifies the source of the copy.
to the behavior observed in previowsunds (hereafter we  2) When a node that does not have the chunk receives it
refer to the sequence of periods as rounds). For instance, in from another node opportunistically, it records e of

BO e

the example above we would have a total80f) rounds. In the copy received.
the following, we first present the basic design guidelines 03) If two nodes that have copies with differefids meet,
our adaptive algorithm. Building on these guidelines, wenth they mark this event, to record that they could have

design our system based on control theory. Finally, we condu  potentially received the chunk from different sourées.

an analysis of the system to guarantee its stability andrensu  \We say that such nodes have “several ctpg”, while

good response times. those that keep only on® have a “single copyD”.

4) If a node who does not have any copy or has a single copy
ID meets with another node who recorded the “several

) ) ) . copy IDs” event, the first node also marks its copy with
In order to devise an adaptive algorithm that drives the e “several copyDs” mark.

system to optimality, we first need to identiyhich variable 5) At the end of the round, the nodes whose chunk comes
we should monitor and/hat valuethis variable should take in from a single source (i.e., no “several colys” mark)
optimal operation. To do this, we build on the results of the gong a signal to the Content Server.

previous section to design an algorithm that: (i) monitwo®/ gy rynning the above algorithm, we count the number of
many additional infected nodege would have at the end of 5 qes whose copy of the chunk comes from a single source
a round, if we injected one extra copy at the beginning of th(’}Fe., who have a single copip at the end of the round), which
round; and (i) drives the system to optimality by incre@sine genote bys. As argued at the beginning of this section, in
or decreasing/ depending on whether this number is abovgytima operation this number is equal to the number of seed
or below its optimal value. N _ nodes. This implies that, at this operating poihie number

To efficiently monitor the number of additional infectedyt gata chunks injected through the cellular network at the
nodes, we apply the following reasoning. According to The%‘eginning of the rounds equal, in expectation, tihe number
rem 3, in optimal operation, one extra delivery at the beigign ¢ signals received at the end of the rouné., s = d.
of a round leads to one additional infected node at the endp key feature of the above algorithm design is that it does

of that round. If we focus on a single copy of the chunkqt require gathering any complex statistics on the network
delivered over the cellular network and consider it as theaexs_uch as the behavior of the mobile nodes, their mobility or

delivery, the nodes that would receive the content due ® thiycial patterns, or their contact rates. Instead, we just e

one extra delivery are those thaceived this specific copy keep track of the number of chunks injected at the beginning

and could not have received the chunk from any other sour¢g each round and the signals received at the end, and this
Since this holds for each of thé copies delivered over the i gfficient to drive the system to optimal operation. As a

cellular network, in optimal operation there are on average
total of d nodes at the end of the round, which receitkd “Note that, for a node with “several cops”, we only mark the event
chunk from one source and could not have received it from a;gj do not keep théDs of the copies, since (i) we are only interested in

C. Adaptive algorithm basics

. . .signaling the number of nodes with a single cdpy, and (i) this leads to
other sourceOur algor'thm focuses on this aggregate behavi ore efficient operation, requiring fewer communicatiomsl dess protocol

of thed deliveries rather than on a single copy, as this providegerhead.



W(t) .
X - an O(t)é our controller as follows:

—( )—» C(2) H(z) |——=

+ O(t) = s(t) — d(t)
+ Controller System {R —0 (9)
i where d(t) is the number of deliveries at the beginning of

a given roundt, and s(t) is the number of signals received
Zig(- )4- A Our nyter;] iSI»O Cr?mPOSQEHb\?’PféVO m(?dﬁleil the ngg(ﬁ'ﬂiﬁm at the end of this round. Note that, with the above output
z), that models the behavior o , and the contr 1z), that . P .
drives the controlled system to the optimal point of operati and reference Slg_nals' by d“\/.'@(t? to R we bnng.the
system to the point of operation given by = d, which,

as discussed previously, corresponds to the optimal pdint o

result, the proposed algorithm involves very reduced digga ©Peration. Following classical control theory, we reprisbe
overhead, which fulfills one of the objectives that we hatRndomness of the system by adding some nbisg) to the
identified in Section 1lI-A, namely objective (iv). output signal, as shown by Fig. 4.

E. Control theoretic analysis

D. System design The behavior of the proposed system (in terms of stability
Based on the above design guidelines, our adaptive algmd response time) depends on the parameters of the centroll
rithm should (i) monitor the number of signals received & thC'(z), namely K, and K;. In the following, we conduct a
end of each round, and (ii) drive the system to the point @bntrol theoretic analysis of the system and, based on this
operation where this value is equal to the number of copiggalysis, calculate the setting of these parameters. Nate t
injected at the beginning of the round. To do this, in thisgrapthis analysis guarantees that the algorithm quickly cayeer
we rely on control theory, which provides the theoreticaliba to the desired point of operation and remains stable at that
for monitoring a given variable (theutput signalin control point.
theory terminology) and driving it to some desired value(th In order to analyze our system from a control theoretic
reference signal standpoint, we need to characterize the HYPE network with a
Following a control theoretic design, we propose the systemansfer functiont (=) that takes/ as input and provides— d
depicted in Fig. 4. This system is composed from a controllgs output. In order to derivél(z), we proceed as follows.
C(z), which is the adaptive algorithm that controls the chunkccording to the definition given in Proposition G,; is the
delivery, and the controlled systeii(z), which represents gain resulting from sending an extra copy of the chunk. In
the HYPE network. Furthermore, the component provides one round, by sending one extra copy of the chunk at the
the delay in the feedback-loop (to account for the fact thBeginning, there are on averagél additional nodes that have
the d value used in the current round is computed from th#e chunk at the end. Indeedis the total number of nodes that
behavior observed in the previous round). For the controligeceive the chunk from only one of thiinitial seed nodes,
we have decided to use a Proportional-Integral (Pl), becaughich means that on average each seed node contributes with
of its simplicity and the fact that it guarantees zero error is/d to this number. This yields to:
the steady-state. Thetransform of the Pl controller is given

by, Ga=s/d—1, (10)
K; from which:
Cz) =K 8
(2) = Kp+ 5 ®) s—d=Gyd. (11)
where K, and K; are the parameters of the controller. The above provides a nonlinear relationship betweéeand

Here, the variable that we want to optimally adjust is the — 4, since G4 (given by Eq. (7)) is a non-linear function
number of deliveries at the beginning of the round (id., of d. To express this relationship as a transfer funcifibfx),
Following classical control theory [25], this variable iset \ve linearize it at the optimal point of operati8rthen, we
control signalprovided by the controller. In each round, thetydy the linearized model and ensure its stability through
controller monitors the system behavior (and in partictit@ appropriate choice of parameters. Note that the stabifithe®
output signal, which we will define later), given the valuginearized model guarantees that our system is locallylesfab
d that is currently used. Based on this behavior, it decidesTo obtain the linearized model, we approximate the pertur-
whether to increase or decreasén the next round, in order pations suffered by — d at the optimal point of operation,
to drive the output signal to the reference signal. A(s—d), as a linear function of the perturbations suffered by

A key aspect of the system design is the definition of the Ag,
output and reference signals. On the one hand, we need to d(s —d)
enforce that by driving the output signal to the referengaai, ad
we bring the system to the optimal point of operation. O.n theE?This linearization provides a good approximation of the awér of
other hand, we also need to ensure that the reference s&IN@ld system when it suffers small perturbations around thblestpoint of
a constant value that does not depend on variable parametergration [26]. Note that the approximation only affects transient analysis
such as the number of nodes or the contact rates. and not the analysis_ of the stable point of operation at wihehsystem is

. . . brought by the algorithm.

Following the arguments exposed in Section IV-C, we 9A similar approach was used in [27] to analyze the RandomyEarl

design the output signad(¢) and the reference sign& of Detection (RED) scheme from a control theoretic standpoint

A(s — d) ~ Ad, (12)



which gives the following transfer function for the linezet Let us start by computing,,, i.e., thek, value that ensures

system: stability whenK; = 0. From control theory [25], we have that
H(z) = (s —d) (13) the system is stable as long as the absolute value of thedelose
ad loop gain is smaller that. The closed-loop transfer function

Combining the above with Eq. (11), we obtain the following’(z) of the system depicted in Fig. 4 is given by:
expression forH (z):

—H(2)C(2)
_ T(z) = - - (21)
H(z) = a(sad DGt d%. (14) 1 =27 H(2)C(2)
] ) ] ] To ensure that the closed-loop gain of the above transfer
, Eva.luatlngH(z) at the optimal point of operatiorty = 0)  fynction is smaller thai, we need to imposg? (2)C(z)| < 1.
yields: 96 Doing this for K; = 0 yields:
H(z) =d—2<. (15) 2N — 2d)
~od . aecEl =20k <1 @)
To calculate the above derivative, we approximgtégiven N—d

by i = i(N — i)ug) by its first order Taylor polynomial  The apove inequality gives the following upper bound for
evaluated at level = d, whered is the average value aof K,, at which the system turns unstable:

at time 7, (i.e., the average number of nodes that have the

chunk at the deadline). Since the Taylor polynomial proside K, M
an accurate approximation for small perturbations arodind 2(N —2d)
and the number of nodes that have the chunk at fitnés ~ We want to ensure that the system is stable independently
distributed around this value, we argue that this approtiona of N and d, that is, the above inequality holds for ady
leads to accurate results. The first order Taylor polynofoial andd values. Since the smallest possible value that the right-

(23)

N\ ati=dis: hand side of Eq. (23) can take ig/2 (whend — 0), the
A~ Ny — (i — d)(2d — N, 16) System is guaranteed to be stable as londigs< 1/2, and
o o a— = d) _ s (16) may turn unstable whei, exceeds this value. Accordingly,
Substituting this into Eq. (7) yields we setK, = 1/2. Furthermore, when the system becomes
N unstable, the control signalmay change its sign up to every
Gyg=— szd(Tc) (/\CZ —(i— d)(QCZ— N))\) -1 round, yielding an oscillation period of two rounds, which
Ad i—1 givesT; = 2. With thesekK,, andT; values, we sef<, and
By B cZ(N _ J)M/a ) K; following Eq. (20),
"X AN —dms K=t g = 04 (24)
Since at the optimal point of operation we hatig = 0, P27 T 2.2.085

this implies that (at this operating point) = d. Moreover, which terminates the configuration of the PI controller.

from Theorem 3 we have that, when operating at the optimalWhile the Ziegler-Nichols rules aim at providing a good
point, if we deliver one additional copy at the beginnindrade-off between stability and response time, they areiieu
(i.e., increased by one unit), this leads to one additionalic in nature and thus do not guarantee the stability of the
node with the chunk at the end (i.e. also increases by onesystem. The following theorem proves that the system idestab
unit). Therefore, at the optimal operating point we alsoehawith the proposed configuration.

dd/dd = 1. Accounting for all of this when performing the Theorem 4:The HYPE control system is stable for

partial derivative ofG, yields: K,=02andK; =0.4/34.
0Gy  2(2d— N)
od  d(N —d)’ (18)

V. PERFORMANCEEVALUATION

In this section, we evaluate HYPE for a wide range of sce-
H(z)=d = _ (19) narios, including several instances of a heterogeneousitgob
ad N—d model, as well as real-world mobility traces. We show that:
HaVing obtained the transfer function of our HYPE netWOfk, e The ana|ytica| model provides very accurate results.

we finally address thg configuration of the controller parame , The optimal strategy for data chunk delivery effectively
ters K, and K, that will ensure a good trade-off between our  minimizes the load incurred in the cellular network.

system’s stability and response time. To this end, we apy@ly t , The proposed adaptive algorithm is stable and quickly
Ziegler-Nichols rules [28], which have been designed fas th converges to optimal operation.

purpose. According to these rules, we first obtainkhevalue . HYPE outperforms previously proposed heuristics in
that leads to instability whei; = 0; this value is denoted terms of the cellular load, signaling load and fairness
by K,. We also calculate the oscillation tin¥e under these among users.

conditions. Once thé(,, and7; values have been deriveli,, From the four design objectives introduced in Section IJI-A
and K; are configured as follows: our evaluation focuses on the traffic offload, fairness and
Ko 0dk K — K, (20) signaling overhead. Note that, since the delay guarantees a
P R BT 85T satisfied by design, we meet the objective on the delay.

from which:
0G4 2(N —2d)
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. . . 200
a) Simulation setting:To evaluate the performance of g =

HYPE, we use both real mobility traces and a heterogenec_ieo}* ™.
mobility model. For the evaluation with real mobility trage %1405
we select the contact traces collected in the Haggle préject §12°i§
4 days during Infocom 2006 [24], and the GPS location trac&" |
of San Francisco taxicaB8collected through the Cabspottingd ¢,f
project [29]. The number of users for the Infocom 2006 ar sof -
San Francisco traces aré and 536, respectively. 20

As for the heterogeneous mobility model, we genera o 50 100 150 200 W Model: =8, T.=40's
contacts as follows. For any given node pdir,y), the Number of Seed Nodes (d)
pairwise inter-contact times are exponentially distrétlitvith Fig. 5. The analytical model provides very accurate residtsdifferent
rate 5,,. The pairwise contact rateg,,, are drawn from settings fi5 is given in contacts/pair/day).
a Pareto distributiot with meanys (which determines the
average frequency of the contacts) and standard deviatior s
(which determines the level of heterogeneity). To accoant f
sparser scenarios, we also run some experiments where a r .*
pair has a probability > 0 of never meeting, i.e.3,, = 0
(otherwise the inter-contact rate for the pair, is drawn as
above). In addition, we generate contact durati6rfsom a
Pareto distribution with parametar= 2, as observed in [30].
Following the findings in [17], we choose the average conta
rateﬂﬁ and the average ContaCt duratﬂﬁhs] Values SUCh that Streaming (l\.l:l0.0) Road Traffic (N l(-JOO) News Feed (N 100) Social Data (N 50)
1/(#5 ’ E[5]) is between100 and 1000. Baseline Scenario

In all the simulations, we set the throughput of the cellular
communication to one mobile node equaB&[) kb/s [31] and Fig. 6. Validation of the optimal strategy for the four baselscenarios.
the bandwidth of opportunistic communication 20 Mb/s.
All the results given in this section are provided with%

—Sim. HB=8'Tc:4O s

] «eaSIMp=17.T =40 s
wa SIMIpE=17, T =60 s

—Sim: 1;=51,T =60 s

1 | Sim.:pp= 34T =60 s

] | 4 Model: uB:Sl,Tczeo s

> Model: pB:34, T=60s

1 | m Model: u,=17.T =60 s

1@ Model: uB:17,Tc:40 s

-Optlmal Strategy|

Cellular Load (D

o

confidence intervals belo@.1%. _resulting from simulations, which validates the accuraoguw
b) Baseline scenariosfor the heterogeneous mobilityanalysis. We further observe that, as pointed out in Se¢tipn
model, we use the following four baseline scenarios: performance degrades for smaller and larger valuek since

« Streaming: N' = 100, mean contact ratp; = 13 con- when either too few or too many nodes have the content,
tacts/pair/day [24] and = 0.58 - 113, Pareto-distributed information spreads slowly. The figure finally shows that —
contact duratior£[0]=66.46's, T, = 120 s [32] and chunk given u, = 17 — a smallerT,. (of 40s) causes a higher load

size L = 1 MB, of cellular network than a larger one (66's).
« road traffic update: N = 1000, mean contact rateg =

1.2 contacts/pair/day and = 1.5 - 13, Pareto-distributed
contact duratiorE[6] = 72s,T. = 600s, L = 1 MB [5],
news feed N = 100, mean contact ratg,; = 0.69 B- Performance gain and validation of the optimal strategy
contacts/pair/day [24] and = 2 - 115, Pareto-distributed
contact durationE[§]= 125s, T. = 3600s [32], L =
0.5 MB,
o social data N = 50, mean contact ratgz = 3.5
contacts/pair/day [24] and = pg, Pareto-distributed
contact duratiorE[d]= 164, T, = 900s, L = 4KB.

We next evaluate the performance gains that can be achieved
by opportunistic communications in the four baseline soesa
identified earlier and validate the optimal strategy to qomfi
that it achieves the highest possible gains. Fig. 6 gives the
performance obtained for the four baseline scenarios with:
(i) the optimal d value provided by Theorem 3, labeled
Optimal Strategy (ii) the strategy proposed in Section IV-C
A. Validation of the model for the design of the adaptive algorithm, labeléd- s, and

In order to validate the analysis conducted in Section lI(ji) the adaptive algorithm implemented by HYPE, labeled
we evaluate the total load incurred in the cellular netwddly ( HYPE For each strategy, the figure shows the absolute average
as a function of the strategy followed (which is given by th&ad of the cellular network in number of chunk copies per
number of copies of the data chunk delivered at the beginnifgund (D).
of a round,d). The results obtained are depicted in Fig. 5 for The results obtained show that the proposed approach can
a scenario withV = 200, o = 0.04 contacts/pair/day, and dif- reduce very substantially the load of the cellular network
ferent values ofl, (in seconds) angiz (in contacts/pair/day). (with offloaded traffic ranging from almo$0% in the social
We observe that the analytical results follow very closklyse data scenario to more th&%% in the road traffic one). The
tests also show that the adaptive algorithm implemented by

flO\N(i:i asis]ume two taxicabs are in contact when they are withinmeters HYPE is very effective in minimizing this load, as it perfosm
of each other

11Under these conditions, the tail of the aggregate intetamrimes decays praCt|Ca||y as the benchmarks g'ven by the optlmal dnd s
as a power law with exponential cut-off [20], as observedrates, in [19]. strategles
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Fig. 7. Cellular loadD as a function of the level of heterogeneity)(@nd Fig. 8. Evolution of the control signaf over time for differentk,, K;

network sparsity x). settings. Our selection of parameters is stable and reaatkly
= Optimal Strategy
C. Impact of heterogeneity and sparsity 5°°Q_“YPE 1

To understand the impact of the heterogeneity of pairwi: 2:450’
contact rates,,, on the proposed approach, Fig. 7 depicts tr §**
total cellular loadD for the streaming scenario, with varying &3
o’s. The effect of network sparsity is also shown by usin g 3o
different values for the the probabilify that a pair of nodes  2s0
never meet. 200- ‘ ‘ ‘ ‘ ‘
We note that HYPE achieves a performance very close 0 100 200 RoLS 400 s00
the optimal, which confirms that the HYPE design also Worl'Fig. 9. San Francisco real traced (= 536): Temporal evolution of the
for heterogeneous settings, as well as sparse ones. In cellular loadD for HYPE and optimal strategy, with deadlifé = 600 sec.
sparsest tested scenarip € 0.50), D increases byx 38%
as compared tp = 0, as a result of the slower dissemination
caused by the decreasing number of connections (i.e.,rlargellular loadD. To provide a benchmark, we compare HYPE
p). Furthermore, for all testegd values, the cellular load is against an optimal strategy that selects the Heslue every
mostly insensitive to variations of both for HYPE and the ten rounds? The results, for a content deadlifie = 6005,
optimal strategy, which is in line with Theorem 1. are plotted in Fig. 9. These results confirm that HYPE reacts
rapidly to dynamic conditions: as there are fewer number
of contacts during night time, HYPE needs to inject more
content through the cellular network (up 10 =~ N), while

~ Based on the control theoretic analysis conducted in Sgfg higher number of contacts during day time greatly resluce
tion 1V, the parameter&,, K; of the PI controller have beenine network load D ~ 220).

chosen to guarantee stability and ensure a good resporese tim
In order to assess the effectiveness of this configurati@n, w Wh deliver: HYPE h h
evaluate its performance for the streaming baseline scendr- en to deliver: strategy versus other approaches

and compare it against different choices for the values of pa One of our key findings in Section 1V is that performance is
rametersK,,, K;. In Fig. 8, we show the evolution of the con-optimized when all the deliveries over the cellular netwiaike

trol signald over time for our settind(, = 0.2, K; = 0.1176, place at the beginning and at the end of the period. To validat
as well as a setting of these parameters ten times largefetib this result, Fig. 10 compares the performance of HYPE agains
[K,, K;] x 10 and ten times smaller, labeldd,, k;]/10. the Push-and-Track heuristics proposed in [5] (nam®&ty

In the test, ;s increases froml3 contacts/pair/day tot0 Linear and Quadratig, which distribute the deliveries along
contacts/pair/day afte250 rounds. (For instance, this couldthe period. Results are given for the social data scenario
be the result of an increase in the number of contacts With a varying number of subscribed use¥s We observe
rush hour). Results show that our setting is stable and gealtem the figure that HYPE substantially outperforms all othe
quickly, while a larger setting ok, K; is highly unstable and approaches (the cellular load is even halved, in some cases)
a smaller setting reacts very slowly. This confirms the aloi@nd performs very closely to t@ptimal Strategyoenchmark.

of parameters made for our controlléke also conducted a In addition to the above experiment, conducted with a
similar experiment in which we varied (which could be mobility model, we also compare the performance of HYPE
for instance the result of a change in content popularity) aggainst the other approaches with real mobility traces. The
observed a similar behavior (not shown in the figure for spatesults, depicted in Fig. 11, show that HYPE closely follows
reasons). the performance of the benchmark given by the optimal strat-

The above experiment shows the response of the controkgly and outperforms previous heuristics. For the San Fseaci
to a drastic changén order to confirm that this response igeal traces, HYPE can offload ab@@% more traffic than the

sufficiently quick to follow the variations of the opportstic 1 _ _ ,

. listi . t id the S For the optimal strategy, we make an exhaustive search dveossible
Conta?ts In a realisuc environment, we consider . € S8Nalues every ten rounds and select the best one. Note thatasstrategy
Francisco real traces and study the temporal evolution @f tkannot be used in practice and is only considered for cosmmanpurposes.

D. Stability and response time
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previous heuristics. For the Infocom 2006 traces, the eyagolo

strategy has a smaller impact on cellular load performan

which yields to a smaller gain (up to abol%).:®
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pairwise contact rates to identify the target set of usehschv
involves a much higher level of complexity. Note that, sifitle
does not provide an algorithm to compute the number of copies
d of the data chunk, we apply the HYPE strategy to compute
d also for [6].

Fig. 12 shows the performance of both approaches in terms
of cellular traffic load ) and fairness for different values
of heterogeneity, for the social data scenario. To measure
fairness, we apply the Jain’s Fairness Indei'() to the
total number of cellular and opportunistic communications
involving a nodeX* The results show that HYPE provides a
much higher level of fairness than [6] with negligible loss
in terms of cellular traffic load. Therefore, HYPE does not
only feature a simpler implementation than [6], as it does
not need to know the individual inter-contact rates, bub als
provides a much better trade-off between fairness andlaellu
load performance. The results of this and the previous@ecti
are particularly relevant as the algorithms of [5] and [6§ ar
the only existing proposals in the literature to offload welt
networks with opportunistic communications while prowvigli
deterministic delay guarantees.

G. Signaling load

In order to gain insight into the scalability of our design,
we analyze the number of uplink signaling messages sent
over cellular network. In HYPE, such messages are the
signals sent by the nodes with a single coly to the
Content Server at the end of the period. Fig. 13 shows the
@égnaling load of HYPE as a function of the number of
users for each of the four baseline scenarios, and comgares i
with the Push-and-Track heuristics (labeledHeuristics [5]
in the figure), which require an uplink signal each time

F. Which seed nodes: comparison to other selection methogdsnode receives the chudk.In contrast, HYPE scales

One of the key decisions in the HYPE design is to random¥sery efficiently with the number of users: the more users are
select a node when transmitting content over the cellulaubscribed to the content, the lower the signaling load per.u
network. In order to gain insight into the impact of this dgsi
decision, we compare HYPE against the heuristic approach _ _ _

roposed in [6] to select the seed nodes in the opportunistj 1%For instance, a node that (i) receives the content throughcgilular
prop : . network and (ii) sends it tm nodes in range during the period, will have a
network. Unlike HYPE, [6] requires full knoWledge of thetota| number of communications equal #0+ 1.

15We have not compared the signaling messages of HYPE agdiest t

BIndeed, by conducting experiments with the Infocom 200@esafor
many different strategies (unreported here for space nsjsave observed
that performance was relatively similar for all of them, athishows that the
impact of the specific strategy followed is limited for thiase.

approach of [6] since that approach requires gathering ffata nodes’
mobility patterns. Even though [6] does not explain the alijiyg mechanism
employed, we expect that the need to collect the mobilityepas involves a
substantially higher signaling overhead than [5].
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El

Summarizingthe results of the performance evaluatiofi0]
conducted inthis section, we have shown that our analytical
model is very accurate, that the optimal strategy proposed d [11]
indeed minimize the load incurred in the cellular network,
that the adaptive algorithm is stable and quick to converge
to optimality and that HYPE outperforms existing heuristic
in crucial aspects: cellular load, signaling load and feés
among users. [13]

VI. CONCLUSION [14]

In this paper we have presented HYPE, a novel approachi1gl
offload cellular traffic through opportunistic communiceis.
To design HYPE, we have developed a theoretical model (i@,
analyze the performance of opportunistic disseminatioerwh
data can be selectively injected through a cellular network
Based on this model, we have derived the optimal strategy tr[’@]
minimizes the total amount of data injected through the cel-
lular network while meeting delay guarantees. To implement
the optimal strategy obtained from the analysis, HYPE runs
an adaptive algorithm that adjusts the data delivery over ths)
cellular network to the current network conditions. By dinlg
on control theory, we guarantee that this algorithm is sta
and quickly adapts to dynamic conditions. The algorithm
incurs very low signaling overhead and does not need to
monitor the contacts between nodes nor to gather complé®
statistics, which are important requirements for a prattic
implementation.
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=1

N
APPENDIX —/ Z P[K}, att | B| Z By dt - P [B] dB
Bm=1 mEKin
1
Theorem 1:According to the HYPE Markov chain for het- N vEK,
erogeneous mobility (similar to Fig. 2), the procgdg(¢),t > ., 1 1
0} is described by the following system of differential equa- ! OEDY 5 > Bwydt-P[B|K], att]P[K,, att] dB
tions: m=1""zeK,,
. y¢K,,
e (1) — A, (1) i—1 . e .
aiP1 1Pt = pf'(t) — > P[KL att] E[X | K}, att] dt, (29)
Lpar(t) = = XpP (1) + Nap (1), 1<i< N (25) oo}
LpR(t) = An_1pR_ (1), i=N whereX =3 1 B,y (thatis a sum ofV — 1 terms).

vEK,,
h . ) I th is the k Since our nyetwork’s inter-contact rates forming the matrix
where )‘i. = (N - z)ﬂﬂ'. (Recal t. .at“@ IS t € XNOWN g are independent and identically distributed (with generic
expectation of the generic pr_obablhty distributiafi(3) ©distribution F(3) : (0,00) — [0,1] of meanyyg), the terms
(0,00) = [0,1], from which the inter-contact rates describing¢ 1o sum forming X are distributed according td"(3),
our network are drawn{3,,} = B.) o ‘ regardless of the specific node combinatibf},. Hence,
Proof: Recall that we denoted byK:, K, .. .,Kl(N)} E[X | K}, att] = E[X] and Eq. (29) becomes:
the set of(f) states in the Markov chain corresponding to N
leveli. Also, B = {,,} is our network. Then, assuming the  c1(; 4 1) — o1 (4) — B [X] dt - PIK! att 30
Markov chain starts in initial stat&}, for 1 <m < N (i.e., P )=p'®) 1X] mZ:l Ko att] - (30)
the chunk was initially injected to a node), the probability = pS(t) — (N — g dt - p& () (31)
of still being in this state after a small time intervél is: ! b L
Thus, we obtain as desired:

d

— Py (1) = =(N — 1)puspy* (1) (32)
P[K., att+dt|B] =P[K. att|B]-[ 1- 3 8,,dt de™! '
2€K?, The remaining two differential equations are obtained by
yeK;, the same process. [

Theorem 2:In the optimal strategy, the data chunk is de-
Then, averaging over all states of this dissemination Jev@ilered through the cellular network @ seed nodes at time
the probability of still being at dissemination levelafter a ¢ — (o, and to the nodes that do not have the content by the
small time intervaldt is: deadlinet = T..
Proof: The proof goes by contradiction: we first assume
that in the optimal strategy the data chunk is transmitted to

N
1
Pllatt+dt|B] =) P[K, att+dt[B]  (27) gome mobile node at time # {0,7.} and then we find an

|=
m=1

alternative strategy that provides a better performance.
) o ) o If the chunk is transmitted to some mobile nodeta
Finally, considering all possible network realizations: {0, 7.}, this means that' # {1, ..., d} and hence there exists
some missing value smaller thag in C. Indeed, ifC =
pit(t+dt) =P[1 att + dt] {1,...,d}, all the firstd states are instantaneous states and

N the data chunk is transmitted tbnodes at the beginning of
= / Z P[K,, att+dt | B|P[B]dB, (28) the round.
B =1 Let us denote the largest value @ (¢g) by k£ and the
largest value that is missing ly-I. Let Dy, further denote the
where P [B] is given by the generic distribution'(5) : value of D for the optimal configuratiolCy, = {c1,...,cq}
(0,00) — [0,1], which determines the inter-contact rates ofwherec, = k), Dy, the value ofD for the configuration
our network. Combining this last equation with Eq. (26) andx—; = {c1,...,cq—1,k — I} and Dy, the value ofD for
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the configurationCr 1 = {ci1,...,cq_1,k + 1}.1° In the Proposition 1: Let us definel?,; as the gain resulting from
following, we show that eitheD;_; or Dy, or both, are sending the(d + 1)** chunk of chunk copy at the beginning
smaller thanDy,, which contradicts the initial assumption thaof the period (i.e.G4 = Dgq — Dgy1, Where D411 and Dy

the configuration{cy, ..., cq} is optimal. are the values oD when we delivel + 1 andd copies at the
If we compare the state probabilities for the configuratioriseginning, respectively). Thel;; can be computed from the
Cy andC1, we have that following equation:
POk (g) = pOr+ < k Py
cerne e i @) Ga= Y ZpiT) ~ 1. (40)
PO (s) = 218 T plus 5o gy j=a

A8 + Akg1) ! Proof: G4 can be expressed as:

From the above, we have that the following holds fa¥ N—1
k41, Ga= > (N=j)(pj(T.)—pj™(T.)) = 1.  (41)
PE*(s) — PO (s) = ( M1 M ) 11 Aj j=d
’ ‘ S+ Xer1 S+ A) o +Aj The termp?(T.) — p{**(T.) is calculated as follows. From
\ \ IESiAN Egs. (5), we have
k1 — Ak 5Cas
= b (), (34) pd
Aht1 Ak pjd(s) _ Pj‘.”l(s) = —S;\—(S). (42)
Cr  _ . - d
where 5,7 = {1’031;' "Z_ 1} \_,({1’2’ ‘ ’Z 1} n Making the inverse Laplace transform of the abovejfor d
{cl,._..,cd_}) and P, '(s) is statei's probability for the yields
configurationCy—1 = {c1,...,ca-1}- 4
By doing the inverse Laplace transform of the above, we 4 o d+1 _ _idpj (t) _
p; (Tc) p; (Tc) - - (43)
have that J J Aa dt|p
— A\ dPE (¢ I 1 SR WD
PO () — pO (1) = )\Ij\z1)\k+1\k - (t) - \p4(Te) = Njoap?y (T0).
Nt — Mk Cus Note that the above equation also holds for d since in

Cq1
DY YO (_)‘iPi () + i1 P75 (ﬁl}is casep? | (t) = 0 andp?*'(t) = 0. Combining it with
* (35) Eq. (41) leads to

N-1
Furthermore, we also have A
N Gy = —;pg(Tc) —1. (44)
c E— Ak Ca_ —
Pily(s) = P (s) = BB (), (36) =
k [ ]
and, hence,

A — ) Theorem 3:The optimal value ofl is the one that satisfies
P () = () = T ). @7 Ga=0. o
k Proof: As long asG; > 0, we benefit from increasing,
Combining Egs. (35) and (37) with Eq. (1), and taking intsince by sending one additional chunk at the beginning, we
account that fof > k+1 it holds thatd; +d; = d;;1+d}, ,+1, save more than one chunk at the end. Conversel§,;it< 0

we obtain we do not benefit. It can be seen tl@f > 0 and Gy < 0.
N—1 ) Furthermore, it can also be seen thqt strictly decreases with
Di = D1 = (A — A1) Z p (T, (38)
S MR AR N-1 )
_ _ J o d+1 _ 2N d
Following a similar approach for the configuratiafis and Gapr = Ga= ,\deJ' () ,\dpﬂ (Te) (45)
Cl—1, We obtain ;[:_dl
N1 - PIT)N N1 = Aj = (N1 — Aa))
1 c = < 0.
Dk — Dk—l = (/\k — )\k—l) Z p; dil(Tc). (39) —d /\d)\dJrl
i=k+1 Ak Akt !

_ _ _ _ From the above, it follows that the value éthat minimizes
Since it holds that eithek, — A\,—; or A\, — A+ is greater D is the one that satisfie§’; = 0, since up to this value
than zero, we have that at least one of the two alternatiye benefit from increasing and after this value we stop

configurations 1 or Cy—;) provides aD value smaller penefiting, which proves the theorem. [ ]
than Cy. This contradicts the assumption that in the optimal

strategy the data chunk is transmitted to some node at timefheorem 4:The HYPE control system is stable féf, =
t # {0, T.}, which proves the theorem. m 02andK; =04/3.4.

Proof: The closed-loop transfer function of our system is
—2(z—1)HK, — zHK;
(—HK, — 1)z + H(K, — K,)

16without loss of generality we assume that # N, as it can be easily T(z) _ (46)
2
ze+

shown that a configuration with; = N is not optimal.



where
H=-2 47

A sufficient condition for stability is that the poles of the
above polynomial fall within the unit circlez| < 1. This can
be ensured by choosing coefficieftsl, a2} of the character-
istic polynomial that belong to the stability triangle [25]

as <1
a; <as+1 (48)
ar > —1—as

In the transfer function of Eq. (46), the coefficients of
the characteristic polynomial are;, = —HK, — 1 and
a; = H(K, — K;). From Egs. (24) and (47), we have
HK, = —04 and HK,; = —0.4/(0.85 - 2), from which
a; = —0.6 andas = —0.16. It can be easily seen that these
{al, a2} values satisfy Eq. (48), which proves the theoram.
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